Naturally invariant measure of chaotic attractors and the conditionally invariant measure of embedded chaotic repellers
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We study local and global correlations between the naturally invariant measure of a chaotic one-dimensional map \( f \) and the conditionally invariant measure of the transiently chaotic map \( f_H \). The two maps differ only within a narrow interval \( H \), while the two measures significantly differ within the images \( f^j(H) \), where \( j \) is smaller than some critical number \( j_c \). We point out two different types of correlations. Typically, the critical number \( j_c \) is small. The \( \chi^2 \) value, which characterizes the global discrepancy between the two measures, typically obeys a power-law dependence on the width \( \varepsilon \) of the interval \( H \), with the exponent identical to the information dimension. If \( H \) is centered on an image of the critical point, then \( j_c \) increases indefinitely with the decrease of \( \varepsilon \), and the \( \chi^2 \) value obeys a modulated power-law dependence on \( \varepsilon \).
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I. INTRODUCTION

A picture of the asymptotic behavior of a permanently chaotic dissipative dynamical system is given by a strange attractor [1–3]. A more detailed description of the system involves the naturally invariant measure [1–7]. The naturally invariant measure provides information on the frequency of visits by typical trajectories to any given region on the attractor.

A picture of a transiently chaotic system is given by an invariant nonattracting chaotic set, called the chaotic repeller [8–13]. A trajectory close to the repeller exhibits erratic motion practically indistinguishable from the motion on the chaotic attractor for a long time. After the chaotic transient period, the trajectory escapes to some long lived chaotic transients than others. This likelihood is described in terms of the conditionally invariant measure, also referred to as the \( c \) measure [8–10,14–17].

The conditionally invariant measure was invented and interpreted by Pianigiani and Yorke in Ref. [14]. A rigorous mathematical analysis of the \( c \) measures can be found in Refs. [14–17]. Their existence and uniqueness has been established for a broad class of systems [14–17]. The \( c \) measure (call it \( \mu_c \)) is not invariant under the systems dynamics, say a transiently chaotic map \( f_H \). Instead, its image under \( f_H \) is proportional to itself:

\[
\mu_c(f_H^{-1}(B)) = \exp(-\alpha)\mu_c(B),
\]

where \( B \) denotes a set in the phase space, whereas \( \alpha \) denotes the escape rate of chaotic transients from the repeller [8,9]. Equation (1) can be utilized for the calculation of the escape rate from the strange sets [8,9].

Let us define the problem studied in this paper. We consider unimodal maps on the interval, \( f(x): I \rightarrow I \subset \mathbb{R} \), with a smooth quadratic maximum assumed at a critical point \( x_c \). We assume that \( f \) is chaotic, with a chaotic attractor \( A \), and a naturally invariant measure \( \mu_N \). The information dimension of the attractor \( A \) is \( D_I = 1 \).

Let \( H = (\xi - \varepsilon/2, \xi + \varepsilon/2) \) be an interval on the attractor such that \( \mu_N(H) > 0 \). The region \( H \) will be referred to as the hole. Due to ergodicity, a trajectory started from a random initial condition will eventually enter the hole \( H \) [2]. However, there is a set of points on \( A \) yielding trajectories that never enter this region. This set of points is a chaotic repeller (call it \( R \)) embedded within the attractor \( A \) [18–20]. Chaotic repellers embedded within chaotic attractors arise in the context of communicating with chaos [18–20].

Since chaotic repellers are typically associated with transient chaos, we may ask: Is there a transiently chaotic map to which the embedded repeller \( R \) corresponds? The repeller \( R \) governs the dynamics of the transiently chaotic map with a hole [14–22],

\[
f_H(x) = \begin{cases} f(x), & x \in I \setminus H \\ \text{outside of } I, & x \in H. \end{cases}
\]

Here, \( \mu_c \) denotes the \( c \) measure corresponding to the map \( f_H \), and the embedded chaotic repeller \( R \).

In many physical or numerical experiments, the phase space is covered with cells from a fine grid, and probability measures are visualized and analyzed by using such grids [1–3,7,8,23]. Imagine that we cover the interval \( I \) with bins \( B \) from a grid of unit size \( \varepsilon \). In this paper, the correlation between the naturally and the conditionally invariant measure is analyzed by using such a grid. Local correlations are described in terms of the relative local difference

\[
d_j(B) = \frac{|\mu_c(B) - \mu_N(B)|}{\mu_N(B)}.
\]

A quantitative description of the global discrepancy between the two measures is characterized in terms of the \( \chi^2 \) value

\[
\chi^2(\xi, \varepsilon) = \sum_B \frac{[\mu_c(B) - \mu_N(B)]^2}{\mu_N(B)} = \sum_B |\delta(B)|^2,
\]

where \( \delta(B) = \mu_c(B) - \mu_N(B) \) [24]. The outline of the manuscript and the main results are as follows.
In Sec. II, we present numerical analysis demonstrating that in most of the bins that cover the attractor, \( \delta_c(B) = 0 \). Significant differences between the two measures occur within the first \( l_c \) images of the hole \( H \), where \( l_c \) denotes some critical number. In other words, \( \delta_c(B) \) is significantly larger than zero for \( B \subset \mathcal{f}^i(H) \), \( 0 < i \leq l_c \). These differences will be referred to as the gross differences between the two measures. Since the number of bins that cover the first \( l_c \) images of the hole is \( \sim \epsilon^eB \), the resolution with which the gross differences are observed is given in terms of the ratio \( \eta = \epsilon/e_T \geq 1 \), also referred to as the grid-refinement parameter. The fine differences between the two measures may occur at the iterates of the critical point.

In Sec. III we discuss the way in which the fine differences emerge in the histogram representing \( \delta_c(B) \) with the increase of the grid-refinement parameter \( \eta \). We will show that the fine differences appear as sharp, isolated spikes in the \( \delta_c(B) \) histogram.

In Sec. IV, we present the main results of this manuscript. The gross differences are studied analytically. We will demonstrate the existence of two types of gross differences between the two measures.

1. If \( \xi \) is a typical point on the attractor, then the critical number \( l_c \) is small, and independent of \( \epsilon \ll 1 \). The critical number \( l_c \) is determined by the rate at which the images of the hole get stretched under the systems dynamics. The magnitude of the global discrepancy between the two measures is correlated with the visiting frequency by typical trajectories to the hole, \( \chi^2 - \mu_N(H) \). As a consequence, the \( \chi^2 \) value obeys a power-law dependence on the size of the hole, \( \chi^2_{\xi \eta}(\epsilon) \~ \epsilon^{5/2} \). (The parameters \( \xi \) and \( \eta \) are written as indices since they are held constant.)

2. When the point \( \xi \) is not typical, a different type of correlation may occur. If \( \xi \) lies on an image of the critical point \( \chi \), then the magnitude of \( l_c \) is primarily determined by the size of the hole \( \epsilon \). The critical number increases approximately logarithmically with the decrease of \( \epsilon \), i.e., \( l_c(\epsilon) \~ \ln(1/\epsilon) \). Consequently, the \( \chi^2 \) value obeys a modulated power-law dependence on \( \epsilon \), \( \chi^2_{\xi \eta}(\epsilon) \~ \ln(1/\epsilon) \epsilon^{D_{\mu_N}(\xi)} \), where \( D_{\mu_N}(\xi) \) denotes the pointwise dimension of \( \mu_N \) at \( \xi \).

In Sec. V we present the main conclusions of this paper.

II. NUMERICAL COMPARISON OF \( \mu_N \) AND \( \mu_c \)

Let us recall the definition of the naturally and the conditionally invariant measures corresponding to the original map \( f \) and the modified map \( f_H \), respectively. Imagine a smooth initial probability measure \( \mu^{(0)}_I \) on the interval \( I \), \( \mu^{(0)}_I(I) = 1 \). The evolution of \( \mu^{(0)}_I \) under the map leads to the measures \( \mu^{(1)}_N, \mu^{(2)}_N, \ldots, \mu^{(T)}_N \) and finally to the naturally invariant measure of the map \( f \), \( \lim_{T \to \infty} \mu^{(T)}_N = \mu_N, \mu_N(I) = 1 \) \[ \{1 \to 5\} \].

The evolution of \( \mu^{(0)}_C \) under the map \( f_H \) leads to the measures \( \mu^{(1)}_C, \mu^{(2)}_C, \ldots, \mu^{(T)}_C \). Consider the action of the map \( f_H \) on the measure \( \mu^{(T)}_C \), \( T \geq 0 \). The content of \( \mu^{(T)}_C \) within the hole \( H \) \( \{\mu^{(T)}_C(H)\} \) is mapped outside of the interval \( I \). Imagine that we multiply the resulting measure \( \mu^{(T+1)}_C \) by \( \{1 - \mu^{(T)}_C(H)\} \). This procedure assures that \( \mu^{(T+1)}_C(I) = 1 \), \( \forall T \geq 0 \).

In the limit \( T \to \infty \), the measure \( \mu^{(T)}_C \) converges to the conditionally invariant measure \( \mu_C \) of the map \( f_H \), while \( \{1 - \mu^{(T)}_C(H)\} \) converges to the constant \( \exp(\alpha) \alpha \) (\( \alpha \) denotes escape rate from the repeller \( R \), see Eq. (1) and Refs. [8,9,14–17]).

Figures 1 and 2 illustrate the action of the original map \( f \).

---

**FIG. 1.** (a) The first image of a uniform probability measure under the map \( f \) represented by a histogram. (b) The content of the naturally invariant measure within a bin \( B \), against the position of the bin \( x \). The size of the bins is \( \epsilon_B = 5 \times 10^{-4} \).

**FIG. 2.** (a) The image of a uniform probability measure under the map \( f_H \) represented by a histogram. (b) The content of the conditionally invariant measure within a bin \( B \), against the position of the bin \( x \). (c) \( \delta_c(B) \) against the position of the bin. The positions of the first five images of \( H \) are indicated by arrows. The parameters corresponding to the figures are as follows: For (a) and (b) \( \xi = 0.4, \eta = 20, \) and \( \epsilon = 0.01 \). For (c) \( \xi = 0.4, \) \( \eta = 20, \) and \( \epsilon = 0.002 \).
and of the modified map \( f_H \), respectively, on a uniform initial probability measure \( \mu^{(0)} \). For all illustrations we utilize the logistic map \( f(x) = rx(1-x) \), at the parameter value \( r = 3.8 \). Parameters \( \xi \) and \( \epsilon \) defining the modified map(s) are written in captions. Figures 1(a) and 2(a) display the first images of the uniform measure \( \mu^{(0)} \) under the maps \( f \) and \( f_H \), respectively. Figures 1(b) and 2(b) display the naturally and the conditionally invariant measure, respectively. Finally, Fig. 2(c) displays the relative local difference \( \delta_r(B) \) against the position of the bin \( B \).

We observe the following.

(i) The content of \( \mu^{(0)} \) within the hole \( H \) \( \mu^{(0)}(H) \) is mapped outside of the interval \( I = [0,1] \) by the modified map \( f_H \). Hence, the measures \( \mu^{(1)} \) and \( \mu^{(1)}_c \) significantly differ within the image \( f^1(H) \). The evolution of \( \mu^{(1)}_c \) propagates these differences at successive images of the hole \( H \) [see Figs. 2(b) and 2(c)]. From Fig. 2(c) we see that the \( c \) measure displayed in Fig. 2(b) significantly differs from the naturally invariant measure only within a few successive images of the hole \( H \).

(ii) Since \( f \) has a smooth maximum at \( x_c \), at the image of the critical point \( f(x_c) \), both \( \mu^{(1)}_N \) and \( \mu^{(1)}_c \) have a spike. The spike is labeled by the letter \( S \) in Figs. 1(a) and 2(a). The evolution of the measures \( \mu^{(1)}_N \) and \( \mu^{(1)}_c \) propagates the spike at the iterates of the critical point [see Figs. 1(b) and 2(b)].

From a number of similar numerical experiments that have been performed it follows that if \( \epsilon < 1 \), the relative local difference \( \delta_r(B) = 0 \) in most of the bins \( B \). The gross differences between the two measures are found within the first \( l_c \) images of the hole, where \( l_c \) denotes some critical number. In other words, if \( B \subset f^k(H) \), where \( l \leq l_c \), then \( \delta_r(B) \) is significantly larger than zero [see Fig. 2(c)]. In most cases (but not necessarily) \( l_c \) is a small number.

To see the meaning of the grid-refinement parameter \( \eta \), consider the number of bins that cover the \( l \)th image of the hole \( f^l(H) \), \( l \leq l_c \). For \( \epsilon < 1 \), the length interval \( f^l(H) \) is approximately \( \Lambda l(\xi) \epsilon \), where \( \Lambda l(\xi) = |d f^l(x)/dx| \|_{x=x_c} \xi \). Therefore, \( f^l(H) \) is covered with approximately \( \Lambda l(\xi) / \epsilon \epsilon_B = \Lambda l(\xi) \eta \) bins \( B \). Thus, for larger values of \( \eta \), the gross differences between the two measures are resolved with higher resolution. It follows that by keeping the grid-refinement parameter \( \eta = \epsilon / \epsilon_B \) fixed, the differences between the two measures (e.g., the \( \chi^2 \) value) can be studied as a function of the size of the hole \( \epsilon \) with effectively constant resolution. In most calculations presented here, we find it sufficient to use the value \( \eta = 20 \).

Let \( k_{x_c - H} \geq 0 \) denote the number of iterates it takes for the critical point \( x_c \) to be mapped to the hole \( H \). In other words, if \( x_c \in H \), \( k_{x_c - H} = 0 \); if \( x_c \notin H \), then for \( 0 \leq k' < k_{x_c - H} \), \( f^{k'}(x_c) \notin H \), and \( f^{k_{x_c - H}}(x_c) \in H \). The measure \( \mu_N \) has a spike at every iterate of \( x_c \) under the map \( f \), whereas \( \mu_c \) has only \( k_{x_c - H} \) spikes that are located at the iterates \( f^{k'}(x_c) \), \( k' = 1,2, \ldots, k_{x_c - H} \). As an illustration, the \( c \) measure displayed in Fig. 3(a) has only two spikes since \( k_{x_c - H} = 2 \). Therefore, it is possible that the \( c \) measure, unlike the naturally invariant measure, does not have spikes at the iterates

![Figure 3](image-url)

**FIG. 3.** (a) The histogram representing the \( c \) measure defined by the parameters \( \xi = 0.1805 \), \( \epsilon = 0.001 \), \( \eta = 20 \), and \( \epsilon_B = \epsilon / \eta = 5 \times 10^{-5} \). The \( c \) measure has only two spikes, at \( f(x_c) \) and at \( f^2(x_c) = \xi \). (b) \( \delta_r(B) \) against the position of the bin. An inspection of the differences shows that the gross differences appear within the first \( l_c \approx 8 - 9 \) images of \( H \). The fine differences at \( f^l(x_c) \) and \( f^{l_{H}}(x_c) \) are indicated by arrows.

of the critical point \( f^{k'}(x_c) \), \( k' > k_{x_c - H} \). These differences are referred to as the fine differences between the two measures.

### III. FINE DIFFERENCES BETWEEN \( \mu_N \) AND \( \mu_c \)

To what extent will the fine differences be resolved depends on the grid-refinement parameter \( \eta \) and the integer \( k_{x_c - H} \). In order to demonstrate this, suppose that \( x_c \) is not eventually periodic. Although the naturally invariant measure has infinite number of spikes, only a finite number of them will be seen on a histogram representing \( \mu_N \) (see Ref. [3] or Ref. [1], p. 54). To be more specific, the histogram resolves only spikes at the iterates \( f^{k'}(x_c) \), \( k' \leq k_c \), where \( k_c \) denotes some critical value. With the decrease of the size of the bins \( \epsilon_B \), i.e., with the increase of the grid-refinement parameter \( \eta \) (parameters \( \xi \) and \( \epsilon \) are kept constant), the critical value \( k_c \) increases indefinitely [1,3]. The \( c \) measure has spikes only at the iterates \( f^{k'}(x_c) \), \( k' < k_{x_c - H} \). Therefore, in order to resolve the fine differences on a grid, \( \eta \) has to be large enough so that \( k_{x_c - H} > k_c \). Now, consider the bins that cover the iterates \( f^{k'}(x_c) \), \( k_{x_c - H} < k' \leq k_c \). Since \( \mu_N \) has spikes at these points, and \( \mu_c \) does not, \( \mu_N(B) \neq \mu_c(B) \), and \( \delta_r(B) = 1 \).

As an illustration of the fine differences between the two measures, Fig. 3(b) displays \( \delta_r(B) \) corresponding to the \( c \) measure in Fig. 3(a). Since \( k_{x_c - H} = 2 \) is small, the condition \( k_{x_c - H} > k_{x_c - H} \) which is required for the observation of fine differences is satisfied already for \( \eta = 20 \). The critical number of the images of the hole \( H \) where \( \mu_c \) grossly differs from \( \mu_N \) is approximately \( l_c = 8 - 9 \). However, within some bins \( B \) that are not located at the first \( l_c \) images of the hole we see significant \( \delta_r(B) \) values. These bins cover the spikes at the
Therefore, given the map naturally and the conditionally invariant density, respectively, and the grid resolves more fine differences between the two measures. The pointwise dimension of a point corresponds to Fig. 2
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FIG. 4. The \( \chi^2 \) value against \( \eta \). The position of the hole is \( \xi = 0.95 = f(x_0) \), whereas the size of the hole \( \epsilon = 0.01 \).

points \( f^{k'}(x_c) \), \( k' = 10, \ldots, 14, k' > k_{x_c-H} = 2 \). These fine differences typically appear as sharp, isolated spikes in a histogram representing \( \delta_r(B) \).

In Fig. 2(c) the fine differences are not resolved. Since \( k_{x_c-H} \) corresponding to Fig. 2(c) is large (\( k_{x_c-H} = 4150 \)), the condition \( k' > k_{x_c-H} \) can be satisfied only for extremely large value of the grid-refinement parameter \( \eta \). For that reason, we are in this case unable to numerically calculate and draw the histogram representing \( \delta_r(B) \), which would resolve the fine differences.

Let us consider behavior of the global discrepancy between the two measures \( \chi^2(\eta) \) in dependence of the grid-refinement (\( \xi \) and \( \epsilon \) are held fixed). With the increase of \( \eta \), the grid resolves more fine differences between the two measures, and the \( \chi^2(\eta) \) value increases. Figure 4 displays the \( \chi^2 \) value in dependence on \( \eta \). This numerical experiment suggests that in the limit \( \eta \to \infty \), the \( \chi^2(\eta) \) value converges to some limiting value \( \chi^2(\xi, \epsilon) \). This result can be explained as follows. In the limit \( \eta \to \infty \), the sum in Eq. (4) is substituted by the integral, and the measures \( \mu_N \) and \( \mu_C \) by the naturally and the conditionally invariant density, respectively. Therefore, given the map \( f \), the quantity \( \chi^2(\xi, \epsilon) \) is determined by the position and the size of the hole.

The analysis of the following section utilizes the concept of the pointwise dimension. The pointwise dimension of a probability measure \( \mu \) at the point \( x \) is defined as [1,23]

\[
D_{\mu}(x) = \lim_{\epsilon \to 0} \frac{\ln \mu(B(x))}{\ln \epsilon},
\]

where \( B(x) = (x - \epsilon/2, x + \epsilon/2) \). Let us compare the pointwise dimension of \( \mu_N \) and \( \mu_C \) at some point on the attractor \( A \). The pointwise dimension of \( \mu_N \) at almost every point \( x \in A \) (with respect to the naturally invariant measure) is \( D_{\mu_N}(x) = D_1 = 1 \). The pointwise dimension of \( \mu_N \) differs from \( D_1 \) only at the positions of the spikes. Since the maximum of the map \( f \) at the critical point is quadratic, \( D_{\mu_N}(f^{k'}(x_c)) = 1/2 \), where \( k' = 1,2,\ldots \) [1]. Similarly, the pointwise dimension of \( \mu_C \) is 1 everywhere, except at the positions of the spikes. Since the spikes of \( \mu_C \) are located only at the first \( k_{x_c-H} \) iterates of \( x_c \), \( D_{\mu_C}(f^{k'}(x_c)) = 1/2 \), for \( k' = 1,2,\ldots,k_{x_c-H} \).

IV. GROSS DIFFERENCES BETWEEN \( \mu_N \) AND \( \mu_C \)

In this section, for some fixed value of the parameters \( \xi \) and \( \eta \), and for sufficiently small size of the hole \( \epsilon \), we estimate analytically, and calculate numerically the relative local difference \( \delta_r(B) \), and the \( \chi^2 \) value. This provides an analytical description of the gross differences between the two measures.

At first, we qualitatively discuss the transition from the \( c \) measure to the naturally invariant measure that occurs when \( \epsilon \) is reduced to zero. From the definition of the embedded repellor \( R \) it follows that \( R \subset A \). As \( \epsilon \) decreases to zero, the embedded repellor \( R \) gradually becomes identical to the attractor \( A \), the measure \( \mu_c \) becomes gradually identical to the measure \( \mu_N \), while Eq. (1) transforms into

\[
\mu_N(B) = \mu_c(f^{-1}(B)).
\]

Thus, if \( \epsilon \) is sufficiently small, then \( \mu_c(B) = \mu_N(B) \) in most of the bins \( B \) [compare Figs. 1(b) and 2(b)].

In order to make the exposition clear, two definitions are introduced. Consider a subset of the phase space, \( P \subset I \). Let \( l_{H \to B} \) denote the smallest positive integer \( l \) for which the section \( f^l(H) \cap P \neq \emptyset \). Let the quantity \( \delta(P) \) denote the difference between the two measures within the set \( P \): \( \delta(P) = \mu_c(P) - \mu_N(P) \).

The relative local difference within a particular bin \( B \) depends on the number of iterates it takes for the hole \( H \) to map to the bin \( B \), i.e., \( l_{H \to B} \). In order to present \( \delta(B) \) in the form suitable for the analysis, from Eqs. (1) and (6) we write

\[
\mu_c(B) = \mu_c(f^{-l_B}H(B)),
\]

and

\[
\mu_N(B) = \mu_N(f^{-l_B}H(B) \cap H) + \mu_N(f^{-l_B}H(B) \setminus H).
\]

Equation (7) follows from the approximation \( e^{l_B} = 1 + l_H \tau \approx 1 \). The largest integer \( l_{H \to B} \) associated with some bin(s) scales as \( l_{H \to B} \sim \ln(1/\epsilon) \) for \( \epsilon \ll 1 \) [25], whereas the lifetime \( \tau \) scales as \( \tau \approx e^{-D_{\mu_N}(\xi)} \) [1,12,25]. Hence, the approximation \( e^{l_B} = 1 + l_H \tau \approx 1 \) is valid for every bin \( B \) as long as \( \epsilon \ll 1 \). By subtracting Eqs. (7) and (8) we obtain

\[
\delta(B) = -\mu_N(f^{-l_B}H(B) \cap H) + \delta(f^{-l_B}H(B) \setminus H),
\]

and

\[
\delta_r(B) = -\frac{\mu_N(f^{-l_B}H(B) \cap H) + \delta(f^{-l_B}H(B) \setminus H))}{\mu_N(B)}.
\]

The functional dependence of \( \delta(B) \) [and consequently \( \delta_r(B) \)] on \( l_{H \to B} \) is investigated by studying the two terms on the right-hand side of Eq. (9). In the following subsections
we report two types of gross differences between the two measures, i.e., we present two types of dependences of $\delta_\epsilon(B)$ on $l_{H,B}$.

A. Typical correlations

If $\xi$ is chosen at random, by using the naturally invariant measure, then the origin originating from $\xi$ is typical in the sense that $D_{\mu_N}(f^{l'}(\xi))=D_1=1$, $\forall l'\geq 0$. Consequently, $D_{\mu_N}(f^{l'}(\xi))=D_1=1$, $\forall l'\geq 0$ (see Sec. III).

Consider the bins for which $l_{H,B}=l (l>0)$. Since $D_{\mu_N}(\xi)=1$, for sufficiently small $\epsilon$, the first term on the right-hand side of Eq. (9) can be written as $\mu_N(f^{-1}(B)\cap H)\sim \epsilon N/\lambda(\xi)$, where $\lambda(\xi)=\lambda(f(\xi)f'(\xi)\cdots f'(f^{-1}(\xi)))=|d f'(x)/dx|_{x=\xi}$. Due to the chaoticity of the map, the quantity $\lambda(\xi)$ increases very rapidly with the increase of $l$. In fact, since $\xi$ is a typical point, for large enough $l$ the quantity $\lambda(\xi)\sim e^{\lambda l}$, where $\lambda$ denotes the Lyapunov exponent of the map. Thus, if the map is more chaotic, the quantity $\mu_N(f^{-1}(B)\cap H)$ should decrease more rapidly with the increase of $l$.

Consider the second term on the right-hand side of Eq. (9). Let us observe the set $f_H^{-1}(B)$ and the value of $\delta(f_H^{-1}(B))$ in dependence of $l$. $f_H^{-1}(B)$ is a union of small disjoint intervals that map their measure to $B$ in $l$ iterates. Due to the chaoticity of the map $f$, the number of these intervals grows exponentially fast with the increase of $l$, and they are distributed all over the attractor. Thus, the set $f_H^{-1}(B)$ becomes more democratic with the increase of $l$ in a sense that the quantity $\delta(f_H^{-1}(B))$ reflects the global agreement between the two measures. If the map is more chaotic, the number of disjoint intervals that $f_H^{-1}(B)$ is made of grows at a faster rate with the increase of $l$ [20]. Thus, depending on the chaoticity of the map, the quantity $\delta(f_H^{-1}(B))$ will be approximately equal to zero already for small values of $l$.

From this discussion of the two terms on the right-hand side of Eq. (9), we conclude that $\delta(B)$ [and consequently $\delta_\epsilon(B)$] can be significantly different from zero only for small values of $l$. In other words, the critical value $l_c$ is typically small [see Fig. 2(c)].

Let us make an estimate of the relative local difference $\delta_\epsilon(B)$. Generally, the depth of the $l$th well $\delta_l(B)$ is described by the following formula:

$$\delta_l(B) = -\mu_N(f^{l-1}(B)\cap H) - \mu_N(f^{l-2}(f^{-1}(B))\cap H) - \cdots - \mu_N(f^{l-n+1}(f^{-l+n+1}(B))\cap H),$$

(11)

where $l_1=l_{H-B}^{-1}(f^{l_1}(B))$, $l_2=l_{H-B}^{-1}(f^{l_1+l_2}(B))$, $\cdots$, $l_n=l_{H-B}^{-1}(f^{l_1+l_2+\cdots+l_n}(B))$. The integer $n$ is chosen such that $l + l_1 + \cdots + l_n \leq l_c$, while $l + l_1 + \cdots + l_n + l_{n+1} > l_c$, i.e., $\delta(f_H^{-1}(B))=0$. From this it follows that $n \leq l_c$, i.e., the number of terms in Eq. (11) is small.

Since the hole is narrow ($\epsilon \ll 1$), and since the critical number $l_c$ is small, it is most likely that the set $f_H^{-1}(B)$ does not overlap the first $l_c$ images of the hole $H$, i.e., most likely $l_{H-B}^{-1}(f^{l}(B)) > l_c$. In fact, if the first $2l_c$ images of the hole do not overlap, i.e., if $f^{l_1}(H)\cap f^{l_2}(H) = \emptyset$ for $l_1,l_2 \leq 2l_c (l_1 \neq l_2)$, it can be shown that $l_{H-B}^{-1}(f^{l}(B)) > l_c$, and consequently $\delta(f_H^{-1}(B))=0$. Since $\xi$ is a typical point, it is not eventually periodic, and the condition $f^{l_1}(H)\cap f^{l_2}(H) = \emptyset$ for $l_1,l_2 \leq 2l_c (l_1 \neq l_2)$ can be satisfied just by making $\epsilon$ to be sufficiently small. Therefore, in the typical case, the relative local difference is approximately

$$\delta_\epsilon(B) \approx \frac{\mu_N(f^{-1}(B)\cap H)}{\mu_N(B)},$$

(12)

We have already seen that the quantity $\mu_N(f^{l}(B)\cap H)$ decreases approximately exponentially fast with the increase of $l$, $\mu_N(f^{l}(B)\cap H) \sim 1/\lambda(\xi)$. Therefore, the relative local difference decreases rapidly with the increase of $l$. The critical number $l_c$ is determined by how rapidly $\lambda(\xi)$ increases with the increase of $l$, i.e., $l_c$ depends on the rate at which the images of the hole get stretched by the dynamics of the map $f$. Since, $\mu_N(f^{l}(B)\cap H) \sim \mu_N(B) - e^{\lambda l}$, both $\delta_\epsilon(B)$ and $l_c$ are independent of $\epsilon$.

As an illustration, Fig. 5 displays $\delta_\epsilon(B)$ as a function of $\epsilon$ for the bins located at the $l_c$th image of the hole $H$. Note that in this typical case, for $\epsilon \ll 1$, $\delta_\epsilon(B)$ is practically independent of the position of the bin within $f(H), 1 \leq l \leq l_c$. This is consistent with Eq. (12).

Let us make an estimate of the $\chi^2$ value. Most of the contributions to the $\chi^2$ value come from the bins located within the first $l_c$ images of the hole $H$. Therefore,

$$\chi^2_{\xi_\theta}(\epsilon) \approx \sum_{l_{c}+1}^{l_c} \sum_{B \in f^l(H)} |\delta_l(B)|$$

$$= \sum_{l_{c}+1}^{l_c} \delta_l(B) \sum_{B \in f^l(H)} \mu_N(f^{l}(B)\cap H)$$

$$= \mu_N(H) \sum_{l_{c}+1}^{l_c} \delta_l(B) \sim e^{D_\mu_N(\xi)}.$$
In the first line of Eq. (13) we have assumed that the first $l_c$ images of the hole do not overlap. The second line follows from the fact that for $e < 1$, the quantity $\delta_0 (B)$ is practically independent of the position of the bin $B$ within the $l'$th image [see Figs. 2(c) and 5], i.e., $\delta_0 (B) = \delta_0 (l')$, where $\delta_0 (l')$ denotes the average value of the relative local difference within the image $f^l (H)$. The third line in Eq. (13) follows from the approximation $\sum_{B \subset l' \cap H} \mu_N (f^l (B) \cap H) = \mu_N (H)$. This approximation is very accurate if the grid-refinement parameter $\eta$ is large enough. From Eq. (13) it follows that if $\mu_N (H)$ is larger, the global discrepancy between the two measures will be larger as well. Furthermore, since $\delta_0 (l')$ is independent of $e$, the $\chi^2_{\delta_0} (e)$ value obeys a power-law dependence on $e$. [Note that the power-law follows only from the condition $D_{\mu_N} (f^l (\xi)) = D_1 = 1$, and the fact that $l_c$ is independent of $e$. In other words, it is not necessary that the first $2l_c$ images of the hole do not overlap.]

Figure 6 displays a test of Eq. (13) for the logistic map \( r = 3.8 \). We see that the visiting frequency by typical trajectories to the hole, $\mu_N (H)$, determines the magnitude of the global discrepancy between the two measures. Note that in this particular case $\sum_{l' = 1}^{l_c} \delta_0 (l') = 1$ [see Fig. 2(c)], i.e., $\chi^2 = \delta_0 (l')$. The points were fitted to the functional dependence $A_0 e^{A_1}$. The fitted value of the exponent $A_1$ is $A_1 = 1.027 \pm 0.008$, which is in good agreement with prediction $A_1 = D_{\mu_N} (\xi) = 1$ [see Eq. (13)]. This shows that the approximations leading to Eq. (13) are good.

### B. Correlations for $\xi = f^k (x_c)$

If the position of the hole $\xi$ lies on an atypical point, a completely different type of correlation between the two measures may occur. In this subsection, we consider the case when $\xi$ lies on an image of the critical point, $f^k (x_c) = \xi$, $k \geq 1$. Thus, $D_{\mu_N} (\xi) = 1/2 \pm D_1$. We assume that $k = k_{x_c-H}$.

Consider the bins for which $l_{H-B} = l$ ($l > 0$). These bins are located at the $l$th image of the hole $H$, i.e., they are grouped around the point $f^l (\xi) = f^{k+l} (x_c)$. The naturally invariant measure has a spike at $f^{k+l} (x_c)$. The spike is usually oriented to the left or to the right of an image of the critical point. For example, the spike at $f (x_c) = 0.95$ in Fig. 1(b) is oriented to the left, whereas the spike at $f^2 (x_c) = 0.1805$ in Fig. 1(b) is oriented to the right. The spike can also have approximately symmetrical shape, e.g., when $x_c$ maps to the unstable fixed point in two iterates (see Fig. 8 in Ref. [2]). Without losing any generality, we assume that the spike at $f^{k+l} (x_c)$ is oriented to the left of $f^{k+l} (x_c)$.

Consider the bins that are to the right of $f^l (\xi)$. For sufficiently small $e = \eta e_B$, the two measures have the same scaling behavior, $\mu_N (B) - \eta e_B \sim \mu_c (B)$, and the analysis can be reduced to the one from the preceding subsection.

To study the correlation between the two measures within the bins to the left of $f^l (\xi)$, we must study the scaling of the terms in Eqs. (7) and (8) with $e_B$. As the size of the hole $e = \eta e_B$ is reduced, the sets $B$ and $f^{-l} (B) \cap H$ get closer to the tip of the spike at $f^l (\xi)$ and $\xi$, respectively. Therefore, $\mu_N (B) \sim \mu_N (f^{-l} (B) \cap H) \sim e_B^{1/2}$. If the spike of $\mu_N$ at the point $f^l (\xi)$ originates only from the spike at $\xi$, then $\mu_N (f^{-l} (B)) \sim e_B$. Consequently, $\mu_c (f^{-l} (B)) \sim e_B$, and $\mu_c (B) \sim e_B$. Hence, no matter how large $l$ is, for sufficiently small $e$, $\mu_N (B) \sim e_B^{1/2} \gg e \sim \mu_c (B)$, i.e., $\delta_0 (B) = 1$. In other words, we can find some critical value $e_l (l)$, such that for $e < e_l (l)$, the quantity $\delta_0 (B) > p_l$, where $p_l$ denotes some “threshold value” close to 1 (e.g., $p_l = 0.90$).

There are approximately $A_0 (\xi) e/2$ bins that are within $f^l (H)$, and are to the left of $f^l (\xi)$. As $e$ is reduced, $\delta_0 (B)$ corresponding to every one of these bins approaches the value $\delta_0 (B) = 1$. However, the relative local difference $\delta_0 (B)$ within the bins $B$ that are closer to the tip of the spike will become larger than the “threshold value” $p_l$ for smaller values of $e$. As an illustration, Fig. 7(a) displays the dependence of $\delta_0 (B)$ on $e$ for $B \subset f^3 (H)$ ($l = 3$). We see that the critical value $e_c (l)$ corresponding to the outermost bin $B_{out}$ is
much smaller than the critical value \( \varepsilon_{c,\text{in}}(l) \) corresponding to bin \( B_{\text{in}} \) that is adjacent to the tip of the spike, \( \varepsilon_{c,\text{out}}(l) \ll \varepsilon_{c,\text{in}}(l) \). In the Appendix, it is shown that the critical values \( \varepsilon_{c,\text{in}}(l) \) and \( \varepsilon_{c,\text{out}}(l) \) decrease very rapidly (approximately exponentially fast) with the increase of \( l \). Inversely, the number of the successive images of the hole where the two measures significantly differ increases (approximately logarithmically) with the decrease of \( \varepsilon \). Let \( l_{c,\text{out}}(\varepsilon) \) denote the critical number of the images of the hole, such that for \( l<l_{c,\text{out}}(\varepsilon) \), the relative local difference is larger than the threshold value, i.e., \( \delta(\Delta_{\text{out}})>p_{1} \), \( \delta(B_{\text{in}})>p_{1} \), respectively. From the dependence of the critical values \( \varepsilon_{c} \) on \( l \), the following holds: \( l_{c,\text{in}}(\varepsilon) \sim 2l_{c,\text{out}}(\varepsilon) \sim \lambda(\varepsilon)^{-1} \ln(1/\varepsilon) \) (see Eqs. (A4) and (A5) in the Appendix); the quantity \( \lambda(\varepsilon) \) denotes the Lyapunov exponent for the initial condition \( \xi \). Figure 7(b) illustrates the dependence of \( \delta(\varepsilon) \) on \( l_{H-B} \) for the case \( \xi=f^{j}(x_{c}) \).

Let us make an estimate on the \( \chi^{2} \) dependence on \( \varepsilon \). For \( \varepsilon \ll 1 \), the largest contribution to the \( \chi^{2} \) value comes from the first \( l_{c,\text{in}}(\varepsilon) \) images of the hole. If \( \xi \) is not eventually periodic, then the first \( l_{c,\text{in}}(\varepsilon) \) wells do not overlap, and the \( \chi^{2} \) value is approximately

\[
\chi_{\xi}^{2}(\varepsilon)=\sum_{l'=1}^{l_{c,\text{in}}(\varepsilon)} \sum_{B \subset f^{l'}(H)} |\delta(B)\delta(B)|.
\]

For \( \varepsilon \ll 1 \), within most of the bins \( B \subset f^{l'}(H) \), \( \mu_{N}(B) \ll \mu_{C}(B) \). Therefore, \( \delta(B) \) is practically independent of \( \varepsilon \), while \( \delta(B) \sim \mu_{N}(B) \sim \varepsilon^{D_{\mu}(\varepsilon)} \). Thus, the \( \chi^{2} \) value dependence on \( \varepsilon \) is

\[
\chi_{\xi}^{2}(\varepsilon) \sim \left| l_{c,\text{in}}(\varepsilon) \varepsilon^{D_{\mu}(\varepsilon)} \right| \sim \ln(1/\varepsilon) \varepsilon^{D_{\mu}(\varepsilon)}.
\]

V. CONCLUSION

In conclusion, we have investigated local and global correlations between the naturally invariant measure of the one-dimensional chaotic map \( f \), and the conditionally invariant measure of the transiently chaotic map with a hole \( f_{H} \). The two measures have been compared on a fine grid with elements of a unit size \( \varepsilon_{B} \).

We have demonstrated that the gross differences between the two measures appear within some critical number of the images of the hole \( H \). Two types of gross differences have been reported. We have also demonstrated the existence of fine differences between the two measures, which may occur at the iterates of the critical point.

APPENDIX

In this appendix we study the case \( f^{k}(x_{c})=\xi \), \( k \gg 1 \). Consider the bins \( B \) that overlap \( f^{l}(H) \), and are to the left of \( f^{l}(\xi) \). By considering the scaling of \( \mu_{N}(B) \) and \( \mu_{C}(B) \) with \( \varepsilon \), in Sec. IV it is demonstrated that we can find some critical value \( \varepsilon_{c}(l) \), such that for \( \varepsilon < \varepsilon_{c}(l) \), the quantity \( \delta(B) \) becomes larger than some threshold value \( p_{1} \), close to 1 (e.g., \( p_{1}=0.90 \)). Let us evaluate the functional dependence \( \varepsilon_{c}(l) \) on \( l \).

Consider the bin adjacent to the point \( f^{k}(\xi) \), i.e., \( B_{\text{in}} \). The interval \( f^{-1}(B_{\text{in}}) \cap H \) is adjacent to the position of the hole \( \xi \). The length of the interval \( f^{-1}(B_{\text{in}}) \cap H \) is approximately \( \varepsilon_{B}/N(\xi) \). Therefore, \( \mu_{N}(f^{-1}(B_{\text{in}}) \cap H)=c_{1}(\xi) \times (\varepsilon_{B}/N(\xi))^{2} \). Since \( \xi \) is held fixed, \( c_{1}(\xi) \) can be regarded as constant.
The point $\xi$ maps to the point $f^l(\xi)$ in $l$ iterates. Let us denote all other points that map to $f^l(\xi)$ in $l$ iterates by $x_1, x_2, \ldots, x_m$, $\xi \neq x_j$, $j = 1, 2, \ldots, m$. Since we assume that the spike at $f^l(\xi)$ originates only from the spike at $\xi$, then $D_{\rho_N}(x_j) = 1$, $j = 1, 2, \ldots, m$. The quantity $\mu_N(f^{-i}(B_{in}) \cap H)$ can be approximately written as $\sum_{j=1}^{m} \rho_N(x_j) \lambda(\xi) / \Lambda(\xi)$, where $\rho_N$ denotes the naturally invariant density. Given a map $f$, the points $x_j$ are determined uniquely by $\xi$ and $l$. Therefore, we can write $\sum_{j=1}^{m} \rho_N(x_j) \lambda(\xi) / \Lambda(\xi) = c(\xi,l)$. In the limit $\mu_N(f^{-i}(B_{in}) \cap H) / \mu_N(B_{in}) = p_1$, equation $\mu_N(B_{in}) = \mu_N(f^{-1}(B_{in}) \cap H) + \mu_N(f^{-1}(B_{in}) \setminus H)$ (A1) can be approximately written as

$$p_1^{-1} c_1(\xi) \left[ \frac{\epsilon_B}{\Lambda(\xi)} \right]^{1/2} = c_1(\xi) \left[ \frac{\epsilon_B}{\Lambda(\xi)} \right]^{1/2} + c_2(\xi,l) \epsilon_B.$$  (A2)

From Eq. (A2) we obtain a functional dependence of $\epsilon_{c,in}$ on $l$:

$$\epsilon_{c,in}(l) \sim \frac{1}{c_2(\xi,l)} \frac{1}{\Lambda(\xi,l)} \sim \frac{1}{\Lambda(\xi,l)} e^{-\lambda(\xi)l},$$  (A3)

where $\lambda(\xi)$ denotes the Lyapunov exponent obtained for initial condition $\xi$. Since the points $f^l(\xi)$ bounce around the attractor with increasing $l$, the quantity $c_2(\xi,l) = \sum_{j=1}^{m} \rho_N(x_j) / \Lambda(\xi)$ irregularly fluctuates around some average value with increasing $l$. As an illustration, Fig. 9 displays $c_2(\xi,l)$ and $1/c_2(\xi,l)$ for the case $\xi = f^l(x_c)$. Therefore, since $1/\Lambda(\xi)$ decreases exponentially fast with increasing $l$, we conclude that $\epsilon_{c,in}(l)$ decreases very rapidly (approximately exponentially fast) with the increase of $l$.

By taking the logarithm of Eq. (A3), for sufficiently large $l$, we approximately write $\lambda(\xi) l \gg 2 \ln c_2(\xi,l)$, i.e., $\ln(1/\epsilon_{c,in} \sim \lambda(\xi) l)$. From this relation we obtain an expression for the critical number $l_{c,in}(\epsilon)$,

$$l_{c,in}(\epsilon) \sim \frac{1}{\lambda(\xi)} \ln \frac{1}{\epsilon}.$$  (A4)

Fig. 9. The quantities $c_{f}(\xi,l)$ (closed circles) and $1/\epsilon_{c,f}(\xi,l)$ (open diamonds) against $l$. The position of the hole is $\xi = f^l(x_c) = 0.95$. The solid and the dashed lines present the average value of $c_{f}(\xi,l)$ and $1/\epsilon_{c,f}(\xi,l)$, respectively.

Since relation (A4) is derived from Eq. (A3) for large enough $l$, Eq. (A4) is approximately valid for small values of $\epsilon$.

Consider the outermost bin $B_{out}$. We can approximately write $\mu_N(f^{-1}(B_{out}) \cap H) = c_1(\xi) (\epsilon/2)^l - c_1(\xi) (\epsilon/2)^l / \lambda(\xi)$ and $l_{c,out}(\epsilon)$ with the decrease of $\epsilon$ is approximately logarithmical. Unfortunately, relations (A4) and (A5) are derived for too small values of $\epsilon$, that we are unable to check them numerically.

For the bins that are located in between $B_{in}$ and $B_{out}$, the critical value $\epsilon_{c}(l)$ is $\epsilon_{c}(l) = l_{c,out}(\epsilon) \leq l_{c,in}(\epsilon) = l_{c,in}(\epsilon)$. Furthermore, the critical number $l_{c}(\epsilon)$ corresponding to these bins is $l_{c,out}(\epsilon) = l_{c}(\epsilon) \leq \epsilon_{c,in}(\epsilon)$. This is consistent with Figs. 7(a) and 7(b).


[24] The $\chi^2$ value defined in Eq. (4) resembles the definition of the $\chi^2$ test that is often used in statistics. Note that the definition of the $\chi^2$ value utilizes the relative frequencies $[\mu_{s}(B)$ and $\mu_{c}(B)]$.